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Motivation

Previous: Unsupervised Domain Adaptation
- Fully-labeled Source: sometimes it is hard even to get labels in the source domain, e.g. medical imaging and pixel-level annotations
- Unlabeled Target

Few-shot Unsupervised Domain Adaptation
- Source with few-shot labels
- Unlabeled Target

We propose a novel Prototypical Cross-domain Self-supervised learning framework (PCS) for few-shot unsupervised Domain Adaptation, setting a new State of the Art for FUDA.

Summary

We propose a novel Prototypical Cross-domain Self-supervised learning framework (PCS) for few-shot unsupervised Domain Adaptation, setting a new State of the Art for FUDA.
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